
  

 

Abstract— A new method is proposed for measurement of six 

dimensional pose of an industrial robot using a single image 

from a camera which is not pre-calibrated. Additionally during 

the pose determination, camera internal parameters are also 

obtained, which makes the method a suitable alternative for 

calibrating camera using a single image. Results from the two 

variants of the proposed approach are compared with Zhang's 

camera calibration algorithm and has been found to be better. 

Another utility of the proposed algorithm is to measure six 

dimensional pose of an industrial robot. Robot repeatability 

was also measured using the proposed camera calibration 

algorithm. The repeatability results were compared with the 

measurements using Artificial Reality toolkit ArUco which is a 

de-facto standard in the pose measurements using camera. The 

performance of the proposed method is better than that 

obtained from ArUco. Another area of application is 

identification of kinematic parameters. Using the circle point 

analysis method, identification of KUKA KR5 Arc robot was 

done using the proposed method.  

I. INTRODUCTION 
Measurement of a pose for an industrial robot is 

necessary for its calibration and performance measurements 
[1, 2]. The standard methods often involve using Laser 
Trackers, Coordinate Measuring Machines etc. [3, 4, 5, 6, 7]. 
There are also alternatives, for example use of machine 
vision. From the comparison of these methods in Table 1, it 
is clear that machine vision is a suitable alternative for such 
measurements. But so far it was difficult to make six 
dimensional measurements, especially the orientation 
measurements. For such measurements on a robot, typically a 
stereo vision set-up is required. This means that two 
calibrated cameras are to be used [8], which has issues related 
to the field of view due to limited overlap of both the views. 
Additionally, there is issue of correspondence as well. This is 
not the case for a monocular camera. But the issue is that six 
dimensional pose measurements are not directly possible 
unless the camera is pre-calibrated [9, 10].  It needs to be 
noted that a major roadblock for using camera based 
measurements in robot identification is that due to limited 
depth of focus, the workspace size is significantly reduced 
thus affecting kinematic identification of industrial robots 
which have significantly bigger work space. To use camera 
based measurements in this situation, there might be need for 
multiple changes in focal length for making measurement in 
different regions of the workspace. This will make it 
necessary that a separate camera calibration is done before 
each change which is not a convenient alternative. It will be a 
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great advantage if pose measurement can be done without the 
mandatory pre-calibration step as is required by artificial 
reality toolkit ArUco. The solution is to use the external 
calibration information from standard calibration methods. 
But all the major calibration methods require multiple images 
from various possible orientations for calibration. 
Additionally not all poses of camera is suitable for camera 
calibration [11]. But, while making measurements, say, to 
calculate repeatability, the same particular pose has to be 
attained multiple times [1]. Thus, there is an additional 
requirement that, six dimensional pose is obtained from each 
image captured while camera which is mounted on the robot 
reaches the particular pose. This means that camera should 
measure the pose from a single image itself. In this paper, a 
new method of measurement of a six dimensional pose using 
a single image of a monocular camera is presented. The same 
was applied for the measurement of performance of an 
industrial robot. To our knowledge, this is the first time 
performance measurement of a robot in six dimensions is 
reported using a monocular camera system. Though it is not 
necessary that the camera is calibrated earlier, at the end of 
the measurement process the camera internal parameters are 
also obtained. As a result in Section II we introduce the 
method as calibration of camera using a single image. 

TABLE I COMPARISON OF DIFFERENT SENSORS FOR MEASUREMENTS (LOW-
L, MEDIUM- M, HIGH- H, VERY HIGH- VH, DYNAMIC- D, STATIC- S, 
RESOLUTION- R, COST- C, REUSABILITY- RU, PORTABILITY-P, EASE OF 

USE- E, ONLINE INSPECTION- O, MEASUREMENT CHARACTERISTICS- MC, 
YES-Y, NO-N) (ADAPTED FROM [2]). 

Sensor/Feature R C RU P E O MC 

Artefacts 1µm M N Y M N S 

CMM 0.5µm H Y N H N S 

Theodolite 5mm M Y Y M N S 

Linear 

Potentiometer 

10 µm L Y Y M N D 

(Low 
speed) 

Laser Interferometry 0.16-

5µm 

V

H 

Y Y H N D 

Machine vision 0.8µm M Y Y H Y D 

 
Figure 1 World coordinate frame on a calibration grid. 

Organization of the paper is as follows. Section II discusses 
about a new camera calibration algorithm using only single 
image from a monocular camera. Section III discusses about 
6D pose measurement using a monocular camera. In Section 
IV, experimental results on an industrial robot are presented. 
Section V discusses about the conclusions. 
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II. SINGLE IMAGE BASED CAMERA CALIBRATION 
The end-effector position of a robot mounted with an un-

calibrated camera is possible if we implement an onsite 
calibration. This will give us the camera extrinsic parameters 
which in turn will define the end effector position of the 
robot. But the disadvantage with the existing camera 
calibration algorithms are that, they [12, 13, 14, 15] use 
multiple images to obtain camera calibration information. 
These formulations have opinioned that calibration from 
single image is not possible. 

Camera calibration algorithms using single image have 
been reported in literature [16, 17]. In [16], a simplified 
intrinsic matrix was considered since very accurate 
measurements were not the main concern. In [17], single 
image based intrinsic parameter estimation was talked about. 
These methods will not be suitable for six dimensional pose 
measurement of an industrial robot thus paving way for the 
development of the approach discussed in this paper. 
Internal parameters consist of effective focal length in x 

direction (𝑓𝑥), effective focal length in y direction (𝑓𝑦), and 

image coordinates of principal point (𝑐𝑥 , 𝑐𝑦). External 

parameters consist of rotation (R) and translation (𝐭). Let 𝐩 

be the image coordinate of a point having World coordinate 

𝐱 where, 𝐩 ≡ [𝑝, 𝑞, 𝑠]T and 𝐱 ≡ [𝑥, 𝑦, 𝑧, 1]T. The 

corresponding image coordinates are defined by 𝐮, where, 

𝐮 ≡ [𝑢, 𝑣, 1]T.The transformation from Calibration grid 

frame to Camera frame is given by 𝐓. Then the following 

expression is obtained. 

𝐩 = 𝐂𝐓𝐱                    (1) 

where, 𝐓 is the 3×4 matrix such that 𝐓 ≡ [𝐑|𝐭] made of 

rotation matrix 𝐑, translation vector 𝐭 .The matrix 𝐂 is of 

size 3×3 comprising of intrinsic parameters of the camera. 

Note that, 𝐑 ≡ [

𝑟11 𝑟12 𝑟13

𝑟21 𝑟22 𝑟23

𝑟31 𝑟32 𝑟33

], 𝐂 ≡ [
𝑓𝑥 0 𝑐𝑥

0 𝑓𝑦 𝑐𝑦

0 0 1

]. and 

𝐭 ≡ [𝑡𝑥 , 𝑡𝑦, 𝑡𝑧]
𝑇,  

Imagine that a single image has been considered and the 

image coordinates  𝐮𝑖,𝑗 ≡ [𝑢𝑖,𝑗 , 𝑣𝑖,𝑗, 1]𝑇 corresponds to a 

point with the coordinate 𝐱𝑖,𝑗 ≡ [𝑥𝑖,𝑗, 𝑦𝑖,𝑗 , 𝑧𝑖,𝑗 , 1]T from the 

𝑖th row and the 𝑗th column of the calibration grid (Fig. 1). 

The homogenous image coordinates of the same point is 

given by 𝐩 ≡ [𝑝𝑖,𝑗 , 𝑞𝑖,𝑗, 𝑠𝑖,𝑗]
𝑇. The calibration grid is planar 

and has arrays of squares. Therefore 𝑧𝑖,𝑗=0 ∀ 𝑖, 𝑗. We take 

for granted that the origin is at the first cross-section point 

on the calibration grid (Fig. 1). If that is not the case, the 

origin can be translated to this particular point for the time 

being. Later, the reverse translation can be done to bring the 

final transformation as per the initial condition. There are 

multiple stages at which relevant equations are framed. They 

are as follows. 

A. Considering the point at the origin of the calibration 

coordinate system 
If the origin of the coordinate system is considered, (1) 

will get reduced to 

𝑠1,1𝐮1,1 = 𝐂[𝑡𝑥, 𝑡𝑦 , 𝑡𝑧]
T              (2) 

This yields two equations which are as follows. 
𝑢1,1𝑡𝑧 = 𝑓𝑥𝑡𝑥 + 𝑐𝑥𝑡𝑧               (3) 

𝑣1,1𝑡𝑧 = 𝑓𝑦𝑡𝑦 + 𝑐𝑦𝑡𝑧               (4) 

𝑠1,1 = 𝑡𝑧, as obtained from (2). 

B. Considering the points on the x-axis 
In the second stage, we consider all the points lying on 

the x-axis of the coordinate system. We have the following 
equation in that case. 

𝑠1,𝑗𝐮1,𝑗 = 𝐂 [

𝑟11 𝑡𝑥
𝑟21 𝑡𝑦
𝑟31 𝑡𝑧

] [
𝑥1,𝑗

1
]           (5) 

If we substitute (3) and (4) in (5), it yields the following 
two equations: 

𝑥1,𝑗𝛼 + (𝑢1,1 − 𝑢1,𝑗)𝑡𝑧 − 𝑢1,𝑗𝑥1,𝑗𝑟31 = 0       (6) 

𝑥1,𝑗𝛽 + (𝑣1,1 − 𝑣1,𝑗)𝑡𝑧 − 𝑣1,𝑗𝑥1,𝑗𝑟31 = 0       (7) 

Here, 𝛼 ≡ 𝑓𝑥𝑟11 + 𝑐𝑥𝑟31 and 𝛽 ≡ 𝑓𝑦𝑟21 + 𝑐𝑦𝑟31. Let 𝑚 be 

the number of rows in the grid. For multiple values ( 𝑗 ⊂
(2,𝑚), 𝑗𝜖ℤ) the equation can be formulated as follows.  

𝐋𝟏[𝛼, 𝑡𝑧, 𝑟31, 𝛽 ]T=0                (8) 
Where 0 is a 2(𝑛 − 1) dimensional vector of zeros and 𝐋𝟏 is 
a 2(𝑛 − 1) × 4 marix given by, 

𝐋𝟏 ≡

[
 
 
 
 
𝑥1,2 𝑢1,1 − 𝑢1,2 −𝑢1,2𝑥1,2 0

0 𝑣1,1 − 𝑣1,2 −𝑣1,2𝑥1,2 𝑥1,2

⋮ ⋮ ⋮ ⋮
𝑥1,𝑛 𝑢1,1 − 𝑢1,𝑛 −𝑢1,𝑛𝑥1,𝑛 0

0 𝑣1,1 − 𝑣1,𝑛 −𝑣1,𝑛𝑥1,𝑛 𝑥1,𝑛]
 
 
 
 

 

The values of 𝛼, 𝑡𝑧, 𝑟31 and 𝛽 can be obtained as, 

[𝛼, 𝑡𝑧, 𝑟31, 𝛽 ]T = null(𝐋𝟏)            (9) 

Since the solution is in the null-space of 𝐋𝟏, it is of the form 

of a constant 𝑐 multiplied by a 4 dimensional vector of real 

numbers. Further steps involve the solution obtained at this 

stage. Therefore, the parameter 𝑐 will figure in all the 

subsequent solutions. 

C. Considering the points on the y-axis 
In the third stage, we consider all the points lying on the 

y-axis of the coordinate system. We have then the following 
equation: 

𝑠𝑖,1𝐮𝑖,1 = 𝐂 [

𝑟12 𝑡𝑥
𝑟22 𝑡𝑦
𝑟32 𝑡𝑧

] [
𝑦𝑖,1

1
]            (10) 

The parameter 𝑡𝑧 has been obtained in the previous stage. 
If we substitute (3) in (9), it yields the following two 
equations: 

𝑦𝑖,1𝛾 − 𝑢𝑖,1𝑦𝑖,1𝑟32 = −(𝑢1,1 − 𝑢𝑖,1)𝑡𝑧        (11) 

𝑦𝑖,1𝛿 − 𝑣𝑖,1𝑦𝑖,1𝑟32 = −(𝑣1,1 − 𝑣𝑖,1)𝑡𝑧        (12) 

Here, 𝛾 ≡ 𝑓𝑥𝑟12 + 𝑐𝑥𝑟32 and 𝛿 ≡ 𝑓𝑦𝑟22 + 𝑐𝑦𝑟32. Let 𝑚 be the 

number of rows in the grid. For multiple values (𝑖 ⊂
(2,𝑚), 𝑖𝜖ℤ) the equation can be formulated as follows.  

𝐋𝟐[𝛾, 𝑟32, 𝛿]T = 𝐛𝟐               (13) 
where 𝐛𝟐 is 2(𝑚 − 1) dimensional vector given by, 
𝐛𝟐

= −𝑡𝑧[𝑢1,1 − 𝑢2,1, 𝑣1,1 − 𝑣2,1, … , 𝑢1,1 − 𝑢𝑚,1, 𝑣1,1 − 𝑣𝑚,1]
T 

whereas the 2(𝑚 − 1)×3 matrix 𝐋𝟐 is given by 

𝐋𝟐 =

[
 
 
 
 
𝑦2,1 −𝑦2,1𝑢2,1 0

0 −𝑦2,1𝑣2,1 𝑦2,1

⋮ ⋮ ⋮
𝑦𝑚,1 −𝑦𝑚,1𝑢𝑚,1 0

0 −𝑦𝑚,1𝑣𝑚,1 𝑦𝑚,1]
 
 
 
 

 

The values of 𝛾, 𝑟32 and 𝛿 are obtained next as, 

[𝛾, 𝑟32, 𝛿]T=𝐋𝟐
†𝐛𝟐                (14) 
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In (14), 𝐋𝟐
†

 is the pseudo inverse of 𝐋𝟐. Note that, the factor c 

is present in the solution of 𝑡𝑧. Hence, the above solution 

will also be a multiple of 𝑐. 

D. Considering the points elsewhere 
Here we consider the rest of the points. We have the 

following equation: 

𝑠𝑖,𝑗𝐮𝑖,𝑗 = 𝐂 [

𝑟11 𝑟12 𝑡𝑥
𝑟21 𝑟22 𝑡𝑦
𝑟31 𝑟32 𝑡𝑧

] [

𝑥𝑖,𝑗

𝑦𝑖,𝑗

1
]        (15) 

The following two equations are obtained: 

𝑥𝑖,𝑗𝑓𝑥𝑟11 + 𝑦𝑖,𝑗𝑓𝑥𝑟12 + 𝑓𝑥𝑡𝑥 + 𝑐𝑥ℎ𝑖,𝑗 = 𝑢𝑖,𝑗ℎ𝑖,𝑗    (16) 

𝑥𝑖,𝑗𝑓𝑦𝑟21 + 𝑦𝑖,𝑗𝑓𝑦𝑟22 + 𝑓𝑦𝑡𝑦 + 𝑐𝑦ℎ𝑖,𝑗 = 𝑣𝑖,𝑗ℎ𝑖,𝑗    (17) 

where ℎ𝑖,𝑗 = 𝑥𝑖,𝑗𝑟31 + 𝑦𝑖,𝑗𝑟32 + 𝑡𝑧         (18) 

which is calculated using 𝑟31, 𝑟32 and 𝑡𝑧 obtained from (9) 

and (14). For multiple points, the equations take the form 

given below: 

𝐋𝟑[𝑓𝑥𝑟11, 𝑓𝑥𝑟12, 𝑐𝑥 , 𝑓𝑥𝑡𝑥]
T = 𝐛𝟑          (19) 

𝐋𝟑[𝑓𝑦𝑟11, 𝑓𝑦𝑟22, 𝑐𝑦 , 𝑓𝑦𝑡𝑦]
T = 𝐛𝟒          (20) 

where the (𝑚 − 1)(𝑛 − 1)×4 matrix 𝐋𝟑 and (𝑚 − 1)(𝑛 −
1) dimensional vectors 𝐛𝟑 and 𝐛𝟒 are given by 

𝐋𝟑 ≡ [

𝑥2,2 𝑦2,2 ℎ2,2 1

⋮ ⋮ ⋮ ⋮
𝑥𝑚,𝑛 𝑦𝑚,𝑛 ℎ𝑚,𝑛 1

] and 

𝐛𝟑 ≡ [𝑢2,2ℎ2,2, … , 𝑢𝑚,𝑛ℎ𝑚,𝑛]T 

𝐛𝟒 ≡ [𝑣2,2ℎ2,2, … , 𝑣𝑚,𝑛ℎ𝑚,𝑛
T] 

Then the solutions are obtained as follows: 

[𝑓𝑥𝑟11, 𝑓𝑥𝑟12, 𝑐𝑥 , 𝑓𝑥𝑡𝑥]
T = 𝐋𝟑

†𝐛𝟑          (21) 

[𝑓𝑦𝑟21, 𝑓𝑦𝑟22, 𝑐𝑦 , 𝑓𝑦𝑡𝑦]T = 𝐋𝟑
†𝐛𝟒          (22) 

In (21) and (22), 𝐋𝟑
†

 is the pseudo inverse of 𝐋𝟑. Note that 𝐛𝟑 

in (19) has the common factor 𝑐. This is because all the terms 

𝑟31, 𝑟32  and 𝑡𝑧 in (18) is a multiple of 𝑐. Therefore, the 

solution for all the terms except 𝑐𝑥 and 𝑐𝑦 in (19) and (20) 

were obtained as a multiple of 𝑐. The solutions to 𝑐𝑥 and 𝑐𝑦 

are obtained from (21) and (22). 

E. Estimation of rotation matrix 

The solutions obtained till now can be used to obtain the 

rotation matrix 𝐑. The solutions of (21) can be used to 

obtain 
𝑟11

𝑟12
=

𝑓𝑥𝑟11

𝑓𝑥𝑟12
= 𝑐1                (23) 

The solutions of (22) can be used to obtain 
𝑟21

𝑟22
=

𝑓𝑦𝑟21

𝑓𝑦𝑟22
= 𝑐2                (24) 

Since 𝐑 is an orthonormal matrix, 𝐑T𝐑 = 𝐈, 𝐈 being 3×3 

identity matrix. Hence, for the first and second columns of 

𝐑, one can write. 

[𝑟11, 𝑟21, 𝑟31]
T[𝑟12, 𝑟22, 𝑟32] = 0          (25) 

𝑟11
2 + 𝑟21

2 + 𝑟31
2 = 1               (26) 

𝑟12
2 + 𝑟22

2 + 𝑟32
2 = 1               (27) 

Consider 𝑟32 = 𝑐𝑟32
′ and 𝑟31 = 𝑐𝑟31

′ , as obtained from (9) and 

(13), respectively, and substituting (23) and (24) in (25)-(27) 

one gets the following expression, 

[

𝑐1
2 𝑐2

2 𝑟31
′ 2

𝑐1 𝑐2 𝑟31
′ 𝑟32

′

1 1 𝑟32
′ 2

] [
𝑟12

2

𝑟22
2

𝑐2

] = [
1
0
1
]         (28) 

The solutions are ±𝑟12, ±𝑟22 and ±𝑐. They amount to eight 

possible solutions. For each possible combination, the 

following expression was used to derive the last row of 𝐑. 

This is owing to the fact that all the three columns are 

mutually orthogonal to each other. 

[𝑟13, 𝑟23, 𝑟33]
T = [𝑟11, 𝑟21, 𝑟31]

T × [𝑟12, 𝑟22, 𝑟32]
T    (29) 

By substituting the obtained solutions in (9), (14), (21) or 

(22), the values of 𝑓𝑥 and 𝑓𝑦 were then obtained. We can 

neglect those solutions where the values are negative. This 

finally leaves us with two options. Considering the sign of 

𝑡𝑧, a unique and correct solution can be identified. The value 

of 𝑡𝑧 should be positive given that the calibration grid is 

always in front of the camera. This helps us to arrive at one 

final combination and thus the internal calibration matrix 𝐂 

and extrinsic matrix 𝐓. 

F. Implementation Aspects 

During the implementation of the algorithm, many practical 

issues sprang up. One was that, the values of image points 

were expressed in thousands or hundreds. Meanwhile the 

values of coordinates are in few millimeters. Owing to the 

large difference in the values, the matrix 𝐋𝟏 has a very high 

condition number. Thus, the results were error prone. To 

circumnavigate this issue, normalization [14] was done for 

both the image coordinate points and the World coordinates. 

G. Adaptation considering vanishing points and initial 

value of image centers. 

Though the algorithm discussed till this point has an 

advantage that principal point estimate is not required, it 

may not perform as good as the standard algorithms in terms 

of re-projection error. Therefore, the algorithm may be 

adapted by utilizing vanishing points of the calibration grid 

image. 

1) Considering vanishing points: For Eqn. (5) if the 

vanishing points on x axis coordinate direction is considered 

then,  

 [𝑢𝑥
∞, 𝑣𝑥

∞]𝑇 = 𝑙𝑖𝑚
𝑥→∞

𝒖               (30) 

where [ux
∞, vx

∞]𝑇 is the point at infinity on x axis. Similarly, 

for vanishing points on y axis, 

[𝑢𝑦
∞, 𝑣𝑦

∞]𝑇 = 𝑙𝑖𝑚
𝑥→∞

𝒖               (31) 

If this condition is introduced in Eqn. 8, we can obtain 𝑡𝑧 

and 𝑟31 directly. Using the value of 𝑟31, the following 

expressions are also obtained. 
𝛼 = 𝑟31ux

∞                  (32) 

𝛽 = 𝑟31vx
∞                 (33) 

Similarly, utilizing (31), (13) yields a solution for 𝑟32. The 

following expressions also are obtained: 

𝛾 = 𝑟32uy
∞                  (34) 

𝛿 = 𝑟32vy
∞                 (35) 

2) Using Orthonormal conditions: The fact that rotation 

matrix is orthonormal can be used to deduce expressions for 

solving 𝑐𝑥 , 𝑐𝑦 , 𝑓𝑥 and 𝑓𝑦. In [12], it is recommended to use 

an initial estimate of 𝑐𝑥 and 𝑐𝑦 for calibration using single 

image. Therefore, using an initial estimate of 𝑐𝑥 and cy all 

the required parameters were estimated. Distortion 

parameters were also estimated as stated in Section IIH. This 

method is more numerically stable than the other one 

because there are no matrix inversions. This implies 

conditioning of the matrices is not a problem. Therefore, 
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there is no need to scale and shift the data during calibration 

process. 

H. Distortion model and Parameter Optimization 

After the initial estimates of camera parameters were 

obtained the corresponding distortion parameter were 

calculated. At the final stage all the estimated parameters 

were optimized to minimize the re-projection error. This is 

similar to the approach in [12]. 

III. POSE MEASUREMENT 
Robot calibration and performance measurement can be 

done by mounting the camera on the end-effector of the 
robot. In this case, the transformation 𝐓 is from camera 
coordinate system to World coordinate system (Fig. 2a). To 
find out the pose of camera on the end-effector, the following 
expressions can be used. 

𝐩𝑒𝑒 = −𝐑T𝐭𝒏                 (36) 

𝐑𝒆𝒆 = 𝐑T                   (37) 
where, 𝐩𝑒𝑒 is the position of the end-effector with respect to 
the World coordinate system defined in the calibration grid. 
The matrix, 𝐑𝒆𝒆 the orientation of the end-effector with 
respect to World coordinate frame. This can be converted to 
roll (𝛼), pitch (𝛽) and yaw (𝛾) angles since most of the 
industrial robot controllers express orientation in terms of 
these [18]. 

TABLE II COMPARISON OF REPROJECTION ERRORS OF PROPOSED 

ALGORITHM.1 

Algorithm 
Re-projection 
Errors (Pixels) 

Standard deviation 
(Pixels) 

Zhang, 2000 [9] 0.897 0.13 

Proposed 0.8629 0.079 

 
                     (a)                                                                  (b) 
Figure 2 (a) Transformations between coordinate systems.(b) Camera 
mounted on the end-effector and calibration grid 

The major application for the proposed camera calibration 
algorithm discussed in Section II is with regard to the 
measurement of the performance of an industrial robot, 
especially repeatability and accuracy [1, 2]. Both these 
require the robot to repeatedly go to the same commanded 
pose. For each pose of a robot, the camera mounted on the 
end-effector will be able to capture an image which can be 
used to derive the pose of the robot. In such case, this 
algorithm will come handy since the pose can be extracted 
from a single image corresponding to a single given pose. 

Another application of the proposed pose estimation is 
kinematic identification. One methodology is to rotate each 
link keeping the other ones stationary and then making the 
measurements of the end-effector’s pose. This is called Circle 
Point Analysis (CPA) in calibration literature [19]. A major 
issue during this process is that the calibration grid might go 
out of focus for a given lens system. An advantage of the 
single image based camera calibration method is that during 

 
1 The resolution of camera is 2448×2050 and total number of images is 

10 

robot calibration the end-effector pose measurement can be 
made by even adjusting the focal length. If conventional 
calibration algorithm [20, 21] based on differential errors is 
considered, the observability [22, 20, 23] of kinematic 
parameters gets enhanced when measurements of orientation 
is also made. Here again camera based measurement will 
have an edge since the orientation data can be obtained easily 
without extra attachments on the end-effector. For more 
discussion about calibration methodologies see Appendix A. 

Currently the trusted method of performance 
measurement and kinematic parameter identification is based 
on Laser Trackers [24, 25, 26, 27]. But as discussed in 
Section I, a vision system has a host of advantages if it can be 
used appropriately. The performance of the algorithm and 
pose estimation will be discussed in Section IV. 

It may be noted that the performance measurement and 
CPA based methods do not need eye-to-hand calibration.  
Therefore, this aspect is omitted in the current paper. The 
quantities 𝐩𝑒𝑒 and 𝐑𝒆𝒆 are considered as to represent the end-
effector position and orientation, respectively, since the 
camera is rigidly mounted on the end-effector. But for 
measuring absolute accuracy of the end-effector this may be 
obtained by any of the eye-to-hand calibration algorithms 
available in the literature. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 
The performance was evaluated in two stages. In the first 

stage, camera calibration algorithm was compared with other 
calibration algorithms. At the later stage, the camera was 
mounted on the KUKA KR5 Arc robot, as shown in Fig. 2b. 
After that, pose measurements were made and comparison 
was done with the data obtained from Artificial Reality 
Toolkit ArUco. 
A.  Results of Camera Calibration using Single Image 

Initially, single image was captured using Basler Pilot 
camera with 8mm lens and resolution 2448×2050 pixels. The 
calibration grid points were detected using OPENCV [9]. 
Camera calibrations were done using both the Zhang’s [12] 
algorithm and the methodology proposed in Section II. The 
re-projection errors for the two methods are shown in Table 
II. The proposed algorithm outperforms Zhang’s algorithm 
with respect to both re-projection error and standard 
deviation of it. Zhang’s algorithm was based on the 
implementation given in [28]. This implementation requires 
minimum of two images to run. It is also worth noting that 
the proposed algorithm outperformed Zhang’s algorithm with 
only one image as input. Zhang’s algorithm was highly 
dependent on the pose of the camera and the calibration grid, 
whereas the proposed algorithm was not affected much by 
the pose. Proposed method could yield results even in camera 
poses where Zhang’s algorithm could not give results. 

Tsai’s algorithm [13] has a similar formulation but has 
the disadvantage that it fails when optical axis is 
perpendicular to the calibration grid. The only other paper in 
the literature which discusses camera calibration using single 
image is [16]. Our results cannot be compared with [16] as 
rotation matrix representation might be subject to singularity 
since roll, pitch, yaw angles were directly considered. Also 
the model is highly simplified. Additionally, the errors 
reported are far too high for the application discussed in this 
paper. 
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B. Comparison of Robot’s Pose Estimation 
1) Performance measurement: Experiments were 

performed for measuring the robot’s repeatability. This was 
done according to ISO9283 [1, 2]. A cube was defined of size 
100mm×100mm×100mm. Five points were defined and end-
effector was made to move from one position to the next 
position within the cube. At each position, calibration grid 
image was taken. The robot’s positions similar to the ones 
shown in Fig. 2b were measured. The experiment was 
conducted at 30% speed of the robot. For the same 
experimental conditions, measurements were taken using 
ArUco [10] to enable comparison of pose measurement 
systems which uses camera. The camera was first calibrated 
using OPENCV. Later this calibration values were used in 
the ArUco pose detection algorithm. 

Table III shows the comparison of results of repeatability. 
The technical specification of KUKA KR5 Arc (KRC2 
controller) claims a repeatability of 0.1mm. The results 
obtained from the proposed method are closer to the original 
specification of the robot compared to those obtained using 
ArUco. Table III shows the repeatability of the same robot in 
six dimensions with 30% speed. Please note that we were 
able to capture information about orientation repeatability in 
this study. The largest value obtained using the proposed 
method is about 0.026º whereas that obtained using ArUco is 
0.4º. Though we do not have correct technical measures from 
the robot manufacturer, it may be understood that the ability 
to measure lower values of orientation repeatability is an 
advantage. Thus the proposed method is better in this regard. 
Therefore, in both position and orientation measurements, the 
proposed method fares better. Additionally, there is no need 
to calibrate the camera separately as in the case of ArUco. 
Calibration and pose measurements are achieved in single 
step. 

To make similar measurements, expensive mountings are 
to be attached to the end-effector with multiple retro-
reflectors so that measurements with laser tracker are 
possible. Orientation repeatability in spite of being laid down 
in ISO 9283 is not specified by robot manufacturers. In such 
situations, camera-based measurements are a suitable option. 
This is the first instance in literature where performance 
measurements have been made using a camera-based system. 
Earlier such measurements were done using special set-ups 
[22, 40]. Multi-view based methods [30, 31]cannot be used 
for these experiments because of the reason discussed in 
Section I. These results are a significant improvement over 
the results discussed in [32]. 
2) Kinematic parameter identification: Over the years 
starting from 1990’s researchers have been talking about 
using camera for robot parameter identification. Many of 
these studies have derived the analytical expressions but did 
not support with experimental studies [8, 33]. Experimental 
studies related to positioning accuracy improvement have 
been reported in [30, 31]. Both of these methods require 
multiple views for making the final measurement. Identified 
values of kinematic parameters or comparison with the state 
of the art measurement methods also are lacking. For 
example, [20] talks about experimental studies for parameter 
identification of MCPC parameters. But most of the 
industrial robots use the Denavit Hartenberg (DH) model [34] 
and thus it will be more suitable to implement kinematic 
identification using this model. In the current study, DH 

model parameters have been identified using the Circle Point 
Analysis [35]. Two calibration grids placed mutually 
perpendicular to each other have been used during 
measurements stage. The identification results are given in 
Table IV. A detailed explanation about identification 
procedure will be included in a future version of the paper. 

TABLE III. COMPARISON OF REPEATABILITY FOR KUKA KR5 

ARC ROBOT 

Algorithm/Pose P1 P2 P3 P4 P5 

P
r
o

p
o

se
d

 

Position 

(mm) 

0.258 0.157 0.330 0.218 0.307 

Roll 

(deg) 

0.014 0.008 0.007 0.007 0.008 

Pitch 

(deg) 

0.026 0.011 0.016 0.015 0.023 

Yaw 

(deg) 

0.017 0.012 0.018 0.014 0.018 

A
r
U

c
o
 

Position 

(mm) 

0.386 1.376 1.764 1.591 0.862 

Roll 

(deg) 

0.052 0.061 0.198 0.030 0.034 

Pitch 

(deg) 

0.069 0.357 0.278 0.456 0.057 

Yaw 

(deg) 

0.147 0.226 0.437 0.181 0.271 

 TABLE IV IDENTIFIED VALUES FOR KUKA KR5 ARC ROBOT 

Link 1 2 3 4 5 

Identified 

α (°) 77.6 2.4 94.9 94.2 90.9 
a(mm) 189.6 759.4 105.9 271.5 30.1 
b (mm) 0 0 173.7 44.0 9.2 

V. CONCLUSIONS 

This paper discusses about six dimensional pose 

measurements using a single image-based calibration of a 

monocular camera. This is of significance in the 

performance measurement and kinematic parameter 

identification of an industrial robot. The end–effector’s pose 

in six dimensions can be obtained using this calibration data. 

Later, experimental studies for measuring repeatability were 

conducted on a KUKA KR5 ARC robot using the proposed 

method. Comparisons with pose measurement using ArUco 

was also made. The results reveal that the proposed method 

was able to perform better than ArUco based measurement. 

The measured values are closer to the technical 

specifications laid down by the robot manufacturer. Note 

that ArUco requires an initial camera calibration stage, 

which is not necessary in the proposed method. Especially in 

orientation measurement, camera-based method has an upper 

hand since six dimensional measurements were possible 

without mounting any high precision artefact at the end-

effector as is required while using laser trackers. It is also 

worth noting that measurement systems like CMM and laser 

trackers are bulky and offline  

Though the main purpose of the algorithm is pose 

measurement, the algorithm can also be used for calibration 

of camera from a single image, whereas all the major 

algorithms need multiple images for calibration. The 

performance of the calibration algorithm is better than that 

obtained from Zhang’s algorithm. 

APPENDIX A 

In kinematic parameter identification, the optimization based 
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methods have issues with observability of parameters [36, 

37, 38]. This is not so for CPA based method which is based 

on Chasles theorem [20, 24]. The relative orientation, 

distances etc. between the vectors representing two nearby 

joints can be measured to find out the total kinematic 

parameters. In Fig. 3, two lines represent the joint axis for i
th

 

and i+1 
th

 link. The direction cosines, Points C,D and G are 

calculated. The algorithm based on SVD [39] was used to 

derive these parameters from the 3D pose trajectory for two 

nearby links measured using camera. Link length, Twist 

angle and Joint offset were then obtained. 

 
Figure 3 Joint axes for ith link, i+1th link and and i+2th link. 
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